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ABSTRACT

This paper works out fair values of the stock loan model with automatic termination clause, cap and margin. This stock loan is treated as a generalized perpetual American option with possibly negative interest rate and some constraints. Since it helps a bank to control the risk, the banks charge lower service fees compared to stock loans without any constraints. The automatic termination clause, cap and margin are in fact a stop order set by the bank. Mathematically, it is a kind of optimal stopping problem arising from the pricing of financial products which is first revealed. We aim at establishing explicitly the value of such a loan and ranges of fair values of key parameters: this loan size, interest rate, cap, margin and fee for providing such a service and quantity of this automatic termination clause and the relationships among these parameters as well as the optimal exercise times. We present numerical results and make analysis about the model parameters and how they impact on value of stock loan.

© 2010 Elsevier Ltd. All rights reserved.

1. Introduction

A stock loan is a popular financial product provided by many banks and financial institutions in which a client (borrower), who owns one share of stock, borrows a loan of amount $q$ from a bank (lender) with the share of stock as collateral, and the bank receives an amount $c$ from the client as the service fee. The client may regain the stock by repaying the principal and interest (that is, $qe^{\gamma t}$, where $\gamma$ is continuously compounding the loan interest rate) to the bank at any time $t$, or surrender the stock instead of repaying the loan. The key point of making the stock loan contract is to find values of the parameters $q$, $c$, and $\gamma$. The stock loan has many advantages for the client. It creates liquidity while overcoming the barrier of large block sales, such as triggering tax events or controlling restrictions on sales of stocks. It also serves as a hedge against a market down-turn: if the stock price goes down, the client may just forfeit the stock and does not repay the loan; if however the stock price goes up, the client keeps all the benefits upside by repaying the principal and interest. In other words, a stock loan can help high-net-worth investors with large equity positions to achieve a variety of objectives.

The stock loan valuation is essentially a kind of optimal stopping problem. A typical and well-known example of optimal stopping problems is the American option. There is much literature on the American option, we refer the readers to [1–8]. Stock loan valuation has attracted much interest of both academic researchers and financial institutions recently. Xia and Zhou [9] first studied the problem of stock loan under the Black–Scholes framework. They established the stock loan model and got its valuation by a pure probabilistic approach. They also pointed out that the variational inequality approach cannot be directly applied to these kinds of stock loans. Zhang and Zhou [10] used the variational inequality approach to solve the stock loan pricing problem treated in [9], and they carried the approach over to the models in which the underlying stock price follows a geometric Brownian motion with regime switching (cf. [10]). Dai and Xu [11] considered the valuation of a stock loan where the accumulative dividends may be gained by the borrower or the lender according to the provisions of the loan.
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In order to control effectively the risk and make the stock loan contract worthwhile so that it can provide the writer with protection, the bank and client embed an automatic termination clause, cap L and margin k into the stock loan. The stock loan can then be terminated via the clause when the share price is too low, that is, the automatic termination clause is triggered if and only if the discounted stock price is less than \( a \) (i.e., \( e^{-\gamma t}S_t \leq a \)). Since it helps a bank to control the risk, the bank should charge a lower service fee initially compared to the stock loan without the automatic termination clause. The bank will terminate a stock loan contract by acquiring the ownership of the collateral equity and the client will not need to pay the principle and interest when the automatic termination clause is triggered at time \( t \). Hence, the client can choose to regain the stock by repaying the loan principal and interest. The automatic termination clause can be described by a quantity \( a (0 < a \leq q) \), which is also a key point of negotiation between the bank and the client. Because there is a distinction between what is an actuarial fair value and values as the solution of a mathematical problem, we need to determine the fair value of this loan, ranges of fair values of the parameters \((q, \gamma, c, a, L, k)\) and relationships among these parameters in some reasonable sense so that the client and the bank know whether this actuarial value is reasonable (that is, this value belongs to the ranges and satisfies the relationships). Therefore, working out this value in this contract will be a main task in negotiation between the client and the bank initially. Thus this is a problem of theoretical value finding as well as practical implication for option pricing. To the best of our knowledge, there are a few results on this topic which have been reported, we refer the readers to [11,12,9,10]. The main purpose of the present paper is to determine the right values of these parameters \((q, \gamma, c, a, L, K)\): the principal \( q \), the interest rate \( \gamma \), the fee \( c \) charged by the bank, the barrier \( a \), the cap \( L \) and margin \( k \) in the stock loan contract with automatic termination clause and find relationships among these parameters by deriving the optimal exercise time (stopping time) and valuation formulas of the stock loan under the assumption \( \delta > 0 \) and \( \gamma - r + \delta \geq 0 \) or \( \delta = 0 \) and \( \gamma - r > \frac{\sigma^2}{2} \) (where \( \delta \) is the dividend yield, \( r \) is the risk-free rate, and \( \sigma \) is the volatility).

We try to develop the variational inequality method (cf. [13–15]) with a probabilistic approach to deal with this value of such a loan and ranges of fair values of this stock loan size, interest rate, cap, margin and fee for providing such a service and quantity of this automatic termination clause and relationships among these parameters. The paper establishes a general setting to broaden the applicability of our method concerning different stock loans.

The paper is organized as following: In Section 2, we formulate a mathematical model of the stock loan with an automatic termination clause. In Section 3, we evaluate the stock loan by a variational inequality method and obtain an optimal exercise time. In Section 4, we derive probabilistic solutions and terminable exercise times of the stock loan. In Section 5, we study a mathematical model of the stock loan with automatic termination clause, cap and margin by applying the way we used in the Sections 3 and 4 to determine fair values of the stock loan in Section 6. In Section 7 we give some numerical results of two stock loans. In Section 8, we give an overview of the main findings in this paper. In Appendix, we further give discussions of the parameters.

2. Formulation of stock loan with automatic termination clause

We introduce in this section the standard Black–Scholes model in a continuous-time financial market consisting of two assets: a risky asset stock \( S \) and a locally risk-less money account \( B \equiv \{B_t, t \geq 0\} \). The uncertainty is described by a standard Brownian motion \( W \equiv \{W_t, t \geq 0\} \) defined on a risk-neutral probability space \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, P)\), where \( \{\mathcal{F}_t\}_{t \geq 0} \) is the \( P \)-augmentation of the filtration generated by \( W \), with \( \mathcal{F}_0 = \sigma \{\Omega, W\} \) and \( \mathcal{F} = \sigma \{\bigcup_{t \geq 0} \mathcal{F}_t\} \). The terms fair value, right value and proper value, ... in this paper mean that they are determined under this risk-neutral probability \( P \). The locally risk-less money account \( B \) evolves according to the following dynamic system,

\[
dB_t = rB_t dt, \quad r > 0.
\]

The market price process \( S \) of the stock follows a geometric Brownian motion,

\[
S_t = S_0 e^{\left(r - \frac{\sigma^2}{2}\right)t + \sigma W_t}, \quad (2.1)
\]

where \( S_0 \) is the initial stock price, \( \delta \geq 0 \) is the dividend yield and \( \sigma > 0 \) is the volatility.

We now explain the stock loan (i.e., with an automatic termination clause in this paper as follows:

- At the beginning, a client borrows an amount \( q \) (\( q > 0 \)) from a bank with one share of stock as the collateral, and gives the bank an amount of \( c \) (\( 0 \leq c \leq q \)) as the service fee. As a result, the client gets the amount of \( q - c \) from the bank.
- The client has the option to regain the stock by paying the amount of \( q e^{\gamma t} \) (where \( \gamma \) is the continuously compounding loan interest rate) to the bank (lender) at any time \( t \), or just gives the stock to the bank without repaying the loan before triggering the automatic termination clause. Dividends of the stock are collected by the bank until the client regains the stock, the dividends are not credited to the client.
- The client has no obligation to regain the stock whether the automatic termination clause is triggered or not. If the automatic termination clause is triggered, then the bank acquires the collateral stock, the contract is terminated, and the client loses the option to regain the stock.
- The values of \((q, \gamma, c, a)\): the principal \( q \), the interest rate \( \gamma \), the fee \( c \) charged by the bank, and the barrier \( a \) are specified before this contract is exercised.
Xia and Zhou [9] established a stock loan without an automatic termination clause by probabilistic approach. They proved that the optimal exercise time is a hitting time:

\[ \tau_q = \inf\{t \geq 0, e^{-\gamma t} S_t \geq b\} \]

then determined the value by maximizing expected discounted payoff of this stock loan given by \( \tau_b \) for some \( b \geq q \vee S_0 \), where \( q \) is the principal of the stock loan and \( S_0 \) is the initial stock price.

The automatic termination clause is one of our main interest. The main goal of Sections 3 and 4 is to determine the fair value \( f(S_0) \) (see (2.2)) of the stock loan with an automatic termination clause and ranges of fair values of the parameters \( (q, c, \gamma, a) \) under the assumption \( \delta > 0 \) and \( \gamma - r + \delta \geq 0 \) or \( \delta = 0 \) and \( \gamma - r > \frac{\sigma^2}{2} \) (see Proposition 4.1). This problem can be treated as a generalized perpetual American option with a client initially buying at price \( S_0 - q + c \).

We consider the automatic termination clause as follows: if the stock price satisfies \( e^{-\gamma t} S_t \leq a, 0 < a \leq q \) ( \( \gamma \) is the loan interest rate), then this stock loan is terminated. So the discounted payoff of this American contingent claim at stopping time \( \tau \in T_0 \) is

\[ Y(\tau) = e^{-\gamma \tau} (S_\tau - q e^{\gamma \tau}) + I_{[\tau < \tau_0]} \]

where \( \tau_0 = \inf\{t \geq 0, e^{-\gamma t} S_t \leq a\} \) and \( T_0 \) denotes all \( \{\mathcal{F}_t\}_{t \geq 0} \) stopping times. The initial value of this American contingent claim is the following (cf. [13,16]),

\[ f(x) = \sup_{\tau \in T_0} \mathbb{E}[Y(\tau)] \]

\[ = \sup_{\tau \in T_0} \mathbb{E}\left[ e^{-\gamma \tau} (S_\tau - q e^{\gamma \tau}) + I_{[\tau < \tau_0]} \right] \]

\[ = \sup_{\tau \in T_0} \mathbb{E}\left[ e^{-\gamma \tau} (\tilde{S}_\tau - q) + I_{[\tau < \tau_0]} \right] \]

\[ = \sup_{\tau \in T_0} \mathbb{E}\left[ e^{-\gamma \tau} (\tilde{S}^t - q) + I_{[\tau < \tau_0]} \right] \]  \hspace{1cm} (2.2)

where \( \tilde{r} = r - \gamma \leq 0 \) and \( \tilde{S}_t = e^{-\gamma t} S_t, \tilde{S}_0 = S_0 = x \). The value of this American contingent claim at time \( t \) is the following,

\[ V_t = \sup_{\tau \in T_t} \mathbb{E}\left[ e^{-\gamma \tau} (S_\tau - q e^{\gamma \tau}) + I_{[\tau < \tau_0]} | \mathcal{F}_t \right] \]

i.e.,

\[ e^{-\tilde{r}t} V_t = \sup_{\tau \in T_t} \mathbb{E}\left[ e^{-\gamma \tau} (\tilde{S}_\tau - q) + I_{[\tau < \tau_0]} | \mathcal{F}_t \right] \]

where \( T_t \) denotes all \( \{\mathcal{F}_t\}_{t \geq 0} \) stopping times \( \tau \) with \( \tau \geq t \) a.s.

In the following sections we first determine the fair value \( f(S_0) \) of the stock loan with an automatic termination clause, then find the ranges of fair values of the parameters \( (q, c, \gamma, a) \) and relationships among these parameters by \( f(S_0) \) and equality \( f(S_0) = S_0 - q + c \).

3. Variational inequality method

In this section we compute the fair value \( f(S_0) \) of the stock loan with an automatic termination clause treated as a generalized perpetual American option with automatic termination clause. Note that since the payoff process of the option \( Y(t) \geq 0 \) a.s., and \( Y(t) > 0 \) with a positive probability if \( S_0 > a \), \( Y(t) = 0 \) a.s. if \( S_0 \leq a \), to avoid arbitrage we assume that

\[ S_0 - q + c > 0, \quad S_0 > a, \]

and

\[ S_0 - q + c = 0, \quad S_0 \leq a. \]

Now we introduce some quantitative properties on \( f \) defined via (2.2) and solve the optimal stopping time problem (2.2) by the variational method and stopping time techniques.

**Proposition 3.1.** \((x - q)_+ \leq f(x) \leq x \) for all \( x \geq 0 \).

**Proof.** By taking \( \tau = 0 \) in (2.2) and noticing that \( \tau < \tau_0 \), a.s., it is easy to see that \((x - q)_+ \leq f(x)\). As for the second inequality, we have

\[ f(x) = \sup_{\tau \in T_0} \mathbb{E}\left[ e^{-\gamma \tau} (\tilde{S}_\tau - q) + I_{[\tau < \tau_0]} \right] \]

\[ \leq \sup_{\tau \in T_0} \mathbb{E}\left[ e^{-\gamma \tau} \tilde{S}_\tau I_{[\tau < \tau_0]} \right] \]

\[ \leq \sup_{\tau \in T_0} \mathbb{E}\left[ e^{-\gamma (\tau \land \tau_0)} \tilde{S}_{\tau \land \tau_0} \right] \]

\[ = \sup_{\tau \in T_0} \mathbb{E}\left[ xe^{\sigma \tau \land \tau_0 - \frac{\sigma^2}{2} \tau \land \tau_0} \right] \]

\[ = x, \]
where the last equality follows from the optional sampling theorem and the process \( \{ \exp \frac{-1}{2} \frac{r^2}{\sigma^2}, t \geq 0 \} \) is a strong martingale. \( \square \)

**Remark 3.1.** It is easy to see from the definition of \( f(x) \) that \( f(x) \) is continuous, convex and nondecreasing with respect to \( x \).

Because the loan rate \( \gamma \) is always greater than risk-free rate \( r \), our problem reduces to a generalized perpetual American contingent claim with possibly negative interest rate \( r - \gamma \), where the term negative interest rate is just used to state the relationship between the model treated in this paper and an American perpetual call option with a time-varying striking price, and has no other implications. We have the following.

**Theorem 3.1.** Assume that \( \delta > 0 \) and \( \gamma - r + \delta \geq 0 \) or \( \delta = 0 \) and \( \gamma - r > \frac{q^2}{2} \). If \( f(x) \) is continuous, \( f(x) \in C^1((0, \infty) \setminus [a]) \cap C^2((0, \infty) \setminus [a, b]) \) for some \( b \geq 0 \) which we will discuss later, and \( f(x) \) satisfies the following variational problem

\[
\begin{align*}
\max \left\{ \frac{1}{2} \sigma^2 x^2 f''(x) + (\bar{r} - \delta)x f'(x) - \bar{r}f(x, x - q), f(x) = 0 \right\} = 0, \quad x > a, \\
\end{align*}
\]

(3.3)

then \( f(x) \) must be the function defined by (2.2) and \( \tau_0 = \inf \{ t \geq 0 : e^{-\gamma t} S_t \geq b \} \) attains the supremum in (2.2), i.e., \( \tau_0 \) is optimal.

**Remark 3.2.** The value \( a \) is always determined by negotiation between the bank and the client initially, \( b \) is an endogenous parameter to be determined late in this model.

**Proof.** Let \( f(x) \) satisfy problem (3.3), we want to show that \( f \) must be the function defined by (2.2). Since \( f(x) = 0, 0 < x \leq a \), we only need to prove Theorem 3.1 in the region \( a < x \). We will prove Theorem 3.1 in two steps.

**Step 1.** We show that for any stopping time \( \tau \)

\[
f(x) \geq E \left[ e^{-\gamma \tau} (\tilde{S}_\tau - q)_+ I_{[\tau<\tau_0]} \right].
\]

(3.4)

Applying the Itô formula to convex function \( f \) and the process \( \tilde{S}_\tau \) defined in (2.2) and using (3.3) we have

\[
d(e^{-\gamma t} f(\tilde{S}_t)) = e^{-\gamma t} \tilde{S}_t f'(\tilde{S}_t) \sigma dW(t) - e^{-\gamma t} [(\bar{r} \tilde{S}_t - \bar{q}) I_{[\tilde{S}_t > b]}] dt
\]

\[
\equiv d\mathcal{M}(t) - d\Lambda(t),
\]

(3.5)

where

\[
\mathcal{M}(t) \equiv \int_0^t e^{-\gamma u} \tilde{S}_u f'(\tilde{S}_u) \sigma dW(u)
\]

is a martingale, and

\[
\Lambda(t) \equiv \int_0^t e^{-\gamma u} [(\bar{r} \tilde{S}_u - \bar{q}) I_{[\tilde{S}_u > b]}] du
\]

is a nonnegative and nondecreasing process because \( \delta x - \bar{q} \geq 0, x > b \) with \( b > q \geq \frac{r - \gamma}{\delta} q \) under the assumption \( \delta > 0 \) and \( \gamma - r + \delta \geq 0 \), and \( \bar{r} = r - \gamma < 0 \) under the assumption \( \delta = 0 \) and \( \gamma - r > \frac{q^2}{2} \).

For any stopping time \( \tau \) and any \( t \in [0, \infty) \), by (3.3), (3.5) and Proposition 3.1 we have

\[
f(\tilde{S}_\tau) = E \left[ e^{-\gamma (\tau \wedge t) \wedge t} f(\tilde{S}_{\tau \wedge t}) \right] + E \left[ \Lambda(\tau \wedge t) \wedge t \right]
\]

\[
\geq E \left[ e^{-\gamma (\tau \wedge t) \wedge t} f(\tilde{S}_{\tau \wedge t}) \right]
\]

\[
= E \left[ e^{-\gamma (\tau \wedge t) \wedge t} \tilde{S}_{\tau \wedge t} - q \right] + E \left[ \Lambda(\tau \wedge t) \wedge t \right]
\]

\[
\geq E \left[ e^{-\gamma (\tau \wedge t) \wedge t} \tilde{S}_{\tau \wedge t} - q \right] + E \left[ \Lambda(\tau \wedge t) \wedge t \right]
\]

(3.6)

where we have used \( f(\tilde{S}_{\tau \wedge t}) = 0 \).

Obviously,

\[
e^{-\gamma (\tau \wedge t) \wedge t} (\tilde{S}_{\tau \wedge t} - q)_+ I_{[\tau < \tau_0]} \leq \sup_{0 \leq t < \infty} e^{-\gamma (\tilde{S}_t - q)_+}
\]
and
\[ e^{-i(t_\alpha + t)}f(\tilde{S}_{t_\alpha + t})|_{t_\alpha \leq t} \leq \sup_{0 \leq t < \infty} e^{-it} \tilde{S}_t. \]

By Lemma 3.1 in [9] we have
\[ \mathbf{E}\left[ \sup_{0 \leq t < \infty} e^{-it}(\tilde{S}_t - q)_+ \right] < \infty \quad (3.7) \]
if \( \delta > 0 \) and \( \gamma - r + \delta \geq 0 \) or \( \delta = 0 \) and \( \gamma - r > \frac{\sigma^2}{2} \). By using the dominated convergence theorem and letting \( t \to \infty \)
\[ \mathbf{E}\left[ e^{-i(t_\alpha + t)}(\tilde{S}_{t_\alpha + t} - q) + I_{[t_\alpha < t]} \right] \to \mathbf{E}\left[ e^{-it}(\tilde{S}_t - q) + I_{[t < t_\alpha]} \right]. \quad (3.8) \]

In order for (3.4), we claim that the second term on the right-hand side of (3.6) tends to 0 as \( t \to \infty \). By Proposition 3.1 and Hölder’s inequality
\[ \mathbf{E}\left[ e^{-it\tilde{S}_t}I_{[t_\alpha \leq t]}I_{[t_\alpha > t]} \right] \leq \mathbf{E}\left[ e^{-it\tilde{S}_t}I_{[t_\alpha > t]} \right] \]
\[ \leq \left[ \mathbf{E}(e^{-it\tilde{S}_t})^{1+\epsilon} \right]^{\frac{1}{1+\epsilon}} \mathbf{E}(I_{[t_\alpha > t]}), \quad \epsilon > 0. \quad (3.9) \]

It is easy to derive
\[ \left[ \mathbf{E}(e^{-it\tilde{S}_t})^{1+\epsilon} \right]^{\frac{1}{1+\epsilon}} = S_0 e^{-\delta t + \frac{\mu^2 t}{2}}. \quad (3.10) \]

Next we prove that \( \mathbf{E}(I_{[t_\alpha > t]}) \leq \alpha e^{-\frac{\mu^2 t}{2}} \).
\( \tau_\alpha = \tau_{a_1} = \inf\{t \geq 0 : W_t + \mu t \leq a_1\}, \)
where \( \mu = -(\frac{\gamma}{\sigma} + \frac{r-\delta}{2}), a_1 = \frac{1}{\sigma} \log \frac{a}{s_0} \), using density of hitting time \( \tau_\alpha \) (cf. [17]) we have
\[ \mathbf{E}(I_{[t_\alpha > t]}) = \int_t^\infty \frac{|a_1|}{2\pi u^2} e^{-\frac{u^2 a_1^2}{2u^2}} du \]
\[ = \int_t^\infty \frac{|a_1|}{2\pi u^2} e^{-\frac{\mu^2 u + \mu a_1}{\mu}} du \]
\[ \leq \alpha_1 \int_t^\infty e^{-\frac{\mu^2 u}{2}} du \]
\[ \leq \alpha_2 e^{-\frac{\mu^2}{2} t} \]
for \( t \) sufficiently large, where \( \alpha_1 \) and \( \alpha_2 \) are some positive constants, so
\[ \mathbf{E}(I_{[t_\alpha > t]}) \leq \alpha e^{-\frac{\mu^2 t}{2}}. \quad (3.11) \]

and \( \alpha > 0 \) is a constant. Because we can find \( \epsilon > 0 \) such that \( \delta - \frac{\epsilon a_2^2}{2} + \frac{\mu^2 e}{2(1+\epsilon)} > 0 \) if \( \delta > 0 \), or \( \delta = 0 \) and \( \gamma - r > \frac{\sigma^2}{2} \), by (3.10) and (3.11) we have
\[ \mathbf{E}\left[ e^{-it\tilde{S}_t}I_{[t_\alpha \leq t]}I_{[t_\alpha > t]} \right] \leq \mathbf{E}\left[ e^{-it\tilde{S}_t}I_{[t_\alpha > t]} \right] \]
\[ \leq \left[ \mathbf{E}(e^{-it\tilde{S}_t})^{1+\epsilon} \right]^{\frac{1}{1+\epsilon}} \mathbf{E}(I_{[t_\alpha > t]}), \]
\[ \leq S_0 e^{-\delta t + \frac{\epsilon a_2^2}{2}} \alpha e^{-\frac{\mu^2 t}{2}} \]
\[ = \alpha S_0 e^{-\left(\frac{\epsilon a_2^2}{2} + \frac{\mu^2}{2(1+\epsilon)}\right) t} \to 0, \quad t \to \infty. \quad (3.12) \]

Using (3.8), (3.12) and letting \( t \to \infty \) in (3.6),
\[ f(\tilde{S}_0) \geq \mathbf{E}\left[ e^{-it} (\tilde{S}_t - q) + I_{[t < t_\alpha]} \right]. \quad (3.13) \]

Step 2. We show that
\[ f(x) = \mathbf{E}\left[ e^{-itb} (\tilde{S}_b - q) + I_{[t \leq t_\alpha]} \right]. \quad (3.14) \]
Let $\tau = \tau_b$, we have $\Lambda(\tau_b \wedge \tau) = 0, f(\tilde{S}_{\tau_b}) = \tilde{S}_{\tau_b} - q$ and $f(\tilde{S}_{\tau_b}) = 0$, hence the (3.6) becomes

$$
 f(\tilde{S}_0) = E[e^{-r\tau_b}(\tilde{S}_0 - q) + I_{[\tau_b < \tau_0, \tau_0 \leq t]}] + E[e^{-rf(\tilde{S}_t)|_{[t < \tau_0, t < \tau_b]}}].
$$

By (3.12)

$$
 E[e^{-rtf(\tilde{S}_t)|_{[t < \tau_0, t < \tau_b]}}] \to 0, \quad t \to \infty.
$$

Then

$$
 f(\tilde{S}_0) = E[e^{-rt(\tilde{S}_0 - q) + I_{[\tau_b < \tau_0]}}].
$$

Thus we complete the proof. □

**Remark 3.3.** Given an initial stock price $S_0 = x$, $\tau_b$ exists and is determined by the bank and the client initially. By Theorem 3.1 $\tau_b$ is the optimal stopping time, the client will regain the stock at $\tau_b$ to get maximum return by paying an amount of $qe^{rtb}$ to the bank before the stock loan is terminated. So the stock loan is terminated at the stopping time $\tau_a \wedge \tau_b$.

**Remark 3.4.** By the same procedure as in the initial value $f(x)$, we can easily get

$$
 e^{-rtf(\tilde{S}_t)} = \sup_{r \in X} E[e^{-x(f(\tilde{S}_r) + I_{[t < \tau_0]})|_{[\tau_b < \tau_0]}}]
$$

and

$$
 V_t = e^{rtf(\tilde{S}_t)}.
$$

Now we calculate $f(x)$ via using Theorem 3.1. We only need to work out $f(x)$ in the region $(a, b)$ by the smooth fit principle. For this, it suffices to solve the following problem,

$$
\begin{align*}
 2 - \sigma^2 x^2 f'' + (\bar{r} - \delta)xf' - rf &= 0, \quad a < x < b, \\
 f(a) &= 0, \quad f(b) = b - q, \quad f'(b) = 1.
\end{align*}
$$

The general solutions of (3.16) have the following form,

$$
 f(x) = C_1 x^{\lambda_1} + C_2 x^{\lambda_2}
$$

and the $\lambda_1$ and $\lambda_2$ are defined by

$$
\begin{align*}
 \lambda_1 &= -\mu + \sqrt{\mu^2 - 2(\gamma - r)} \sigma, \\
 \lambda_2 &= -\mu - \sqrt{\mu^2 - 2(\gamma - r)} \sigma,
\end{align*}
$$

where $\mu = -\left(\frac{\sigma^2}{2} + \frac{\gamma - r + \delta}{\sigma}\right)$.

If $\delta > 0$ and $\gamma - r + \delta > 0$, then $\lambda_1 > 1 > \lambda_2$. If $\delta = 0$ and $\gamma - r > \frac{\sigma^2}{2}$, then $\lambda_1 = \frac{2(\gamma - r)}{\sigma^2} > 1 = \lambda_2$.

By the boundary conditions we have

$$
\begin{align*}
 f(a) &= C_1 a^{\lambda_1} + C_2 a^{\lambda_2} = 0, \\
 f(b) &= C_1 b^{\lambda_1} + C_2 b^{\lambda_2} = b - q, \\
 f'(b) &= C_1 \lambda_1 b^{\lambda_1 - 1} + C_2 \lambda_2 b^{\lambda_2 - 1} = 1.
\end{align*}
$$

Solving the first two equations of (3.18) we obtain $C_2 = -C_1 a^{\lambda_1 - \lambda_2}$ and $C_1 = \frac{b - q}{b^{\lambda_1 - \lambda_2} a^{\lambda_1 - 1}}$. By the last equality in (3.18) and letting $b = ay$ we have

$$
 g(y) \equiv (\lambda_1 - 1)y^{\lambda_1 + 1} - \frac{q}{a} \lambda_1 y^{\lambda_1} + (1 - \lambda_2) y^{\lambda_2 + 1} + \frac{q}{a} \lambda_2 y^{\lambda_2} = 0.
$$

If $y^*$ solves the Eq. (3.19), then $b = ay^*$. $b$ only depends on $a$ for fixed $(\gamma, \delta, \sigma, q)$. Thus

$$
 C_1 = \frac{1}{C} (b - q) b^{\frac{\mu}{\sigma}} a^{-\frac{\sqrt{\mu^2 - 2s}}{\sigma}}
$$

and

$$
 C_2 = -\frac{1}{C} (b - q) b^{\frac{\mu}{\sigma}} a^{-\frac{\sqrt{\mu^2 - 2s}}{\sigma}},
$$

where $C = \left(\frac{b}{a}\right)^{\frac{\sqrt{\mu^2 - 2s}}{\sigma}} - \left(\frac{q}{a}\right)^{\frac{\sqrt{\mu^2 - 2s}}{\sigma}}$. We will show that the $y^*$ determined by (3.7) is unique and $b = ay^*$ exists in next section.
Remark 3.5. Dai and Xu [11] solved the other stock loan by variation approach. It seems that the the proof in [11] does not work for Theorem 3.1 because of the automatic termination clause. The proof of Theorem 3.1 needs delicate estimates.

4. Probabilistic solution

In this section we will give the probabilistic solution of a stock loan with an automatic termination clause. The initial stock price $S_0 = x$. Using Theorem 3.1, $\tau_b$ is the optimal stopping time and $\{\tau_a = \tau_b\} = \phi$ for $a \neq b$, it is easy to see from (2.2) that

$$f(x) = \mathbb{E}[e^{-r\tau_b}(S_{\tau_b} - q) + I_{\{\tau_b < \tau_a\}}].$$

(4.1)

Therefore we have the following.

Corollary 4.1. We assume the same conditions as in Theorem 3.1. Then

$$f(x) = \begin{cases} 
0, & x \leq a, \\
\frac{x - q}{b - q}, & x \geq b, \\
(b - q)\mathbb{E}[e^{-r\tau_b}I_{\{\tau_b < \tau_a\}}], & a < x < b. 
\end{cases}$$

(4.2)

Now we compute the following expectation with the initial price $x = S_0$ in the interval $(a, b)$,

$$\mathbb{E}[e^{-r\tau_b}I_{\{\tau_b < \tau_a\}}].$$

(4.3)

Define

$$\mu = -\left(\frac{\sigma}{2} + \frac{\gamma - r + \delta}{\sigma}\right), \quad \lambda = \gamma - r,$$

$$b_1 = \frac{1}{\sigma} \log \frac{b}{S_0}, \quad a_1 = \frac{1}{\sigma} \log \frac{a}{S_0}.$$

Obviously,

$$\tau_a = \tau_{a_1} = \inf\{t \geq 0 : W_t + \mu t \leq a_1\}$$

(4.4)

and

$$\tau_b = \tau_{b_1} = \inf\{t \geq 0 : W_t + \mu t \geq b_1\}.$$  

(4.5)

Using well-known results about standard Brownian motion on an interval and the Girsanov theorem (cf. [18]), we compute (4.3) as the following.

Lemma 4.1. If $\mu^2 - 2\lambda \geq 0$, then

$$\mathbb{E}[e^{-r\tau_b}I_{\{\tau_b < \tau_a\}}] = \mathbb{E}[e^{-\mu \tau_{b_1}}I_{\{\tau_{b_1} < \tau_{a_1}\}}]$$

$$= \frac{1}{C} \left( e^{a_1 + a_1 \sqrt{x^2 - 2\lambda}} - e^{a_1 - a_1 \sqrt{x^2 - 2\lambda}} \right)$$

$$= \frac{1}{C} \left( b_1^2 - \frac{\mu^2 - 2\lambda}{a} \sqrt{x^2 - 2\lambda} \right)$$

(4.6)

where $C = \frac{b^2}{2}\frac{\mu^2 - 2\lambda}{\sigma^2} - (\frac{a}{2})\frac{\mu^2 - 2\lambda}{\sigma^2}$, $x = S_0$ and $\lambda = \gamma - r$.

Proof. It is well-known (cf. [17,18]) that the density of $\tau_{b_1}$ under $\tau_{b_1} < \tau_{a_1}$ is

$$P(\tau_{b_1} \in dt, \tau_{b_1} < \tau_{a_1}) = \frac{e^{a_1 + a_1 \sqrt{x^2 - 2\lambda}}}{\sqrt{2\pi t^3}} \sum_{n=-\infty}^{+\infty} \frac{2n(b_1 - a_1) + b_1}{e^{(2n(b_1 - a_1) + b_1)^2} dt}.$$

If $\mu^2 - 2\lambda \geq 0$, then, by a Laplace transform of the law of hitting time of Brownian motion with drift, it easily follows that (cf. [17,18,9])

$$\mathbb{E}[e^{x\tau_b}I_{\{\tau_b < \tau_a\}}] = \mathbb{E}[e^{\tau_{b_1}}I_{\{\tau_{b_1} < \tau_{a_1}\}}]$$

$$= \int_0^{+\infty} e^{dt} P(\tau_{b_1} \in dt, \tau_{b_1} < \tau_{a_1})$$

$$= \int_0^{+\infty} e^{dt} \frac{e^{a_1 + a_1 \sqrt{x^2 - 2\lambda}}}{\sqrt{2\pi t^3}} \sum_{n=-\infty}^{+\infty} \frac{2n(b_1 - a_1) + b_1}{e^{(2n(b_1 - a_1) + b_1)^2} dt}$$
\[
\begin{align*}
\int_0^{+\infty} e^{it} \frac{1}{\sqrt{2\pi t^3}} \tilde{x} e^{-\frac{(\tilde{x}-\mu)^2}{2t}} dt &= \int_0^{+\infty} e^{it} \frac{1}{\sqrt{2\pi t^3}} |\tilde{x}| e^{-\frac{(\tilde{x}-\mu)^2}{2t}} dt \\
&= e^{-\tilde{x}(\sqrt{\mu^2-2(\lambda+\epsilon)-\mu})} \int_0^{+\infty} e^{-\tilde{x}|\tilde{x}|} e^{-\frac{(\tilde{x}-\sqrt{\mu^2-2(\lambda+\epsilon)+2\epsilon})}{\mu}} dt \\
&= e^{-\tilde{x}(\sqrt{\mu^2-2(\lambda+\epsilon)-\mu})} \int_0^{+\infty} e^{-\tilde{x}|\tilde{x}|} e^{-\frac{(\tilde{x}-\sqrt{\mu^2-2(\lambda+\epsilon)+2\epsilon})}{\mu}} dt \\
&= e^{\mu \tilde{x} - |\tilde{x}| \sqrt{\mu^2-2\lambda}}. \tag{4.7}
\end{align*}
\]

Similarly, for \( n \leq -1, \tilde{x} < 0 \),

\[
\int_0^{+\infty} e^{it} \frac{1}{\sqrt{2\pi t^3}} \tilde{x} e^{-\frac{(\tilde{x}-\mu)^2}{2t}} dt = -e^{\mu \tilde{x} - |\tilde{x}| \sqrt{\mu^2-2\lambda}}. \tag{4.9}
\]

Hence, by (4.7)–(4.9)

\[
E(\mathbf{e}^{\lambda_{(2)}} I_{(\theta_2 < \theta_1)}) = E(\mathbf{e}^{\lambda_{(2)}} I_{(\theta_2 < \theta_1)})
\]

\[
= e^{\mu b_1} \sum_{n=0}^{+\infty} e^{-\mu \tilde{x}} e^{\mu \tilde{x} \sqrt{\lambda^2-2\lambda}} - e^{\mu b_1} \sum_{n=0}^{+\infty} e^{-\mu \tilde{x}} e^{\mu \tilde{x} \sqrt{\lambda^2-2\lambda}}
\]

\[
= e^{\mu b_1} \left( \sum_{n=0}^{+\infty} e^{-\tilde{x} \sqrt{\lambda^2-2\lambda}} \right) - e^{\mu b_1} \left( \sum_{n=0}^{+\infty} e^{\tilde{x} \sqrt{\lambda^2-2\lambda}} \right)
\]

\[
= \frac{1}{C} e^{\mu b_1 - a_1 \sqrt{\lambda^2-2\lambda}} - e^{\mu b_1 + a_1 \sqrt{\lambda^2-2\lambda}}
\]

\[
= \frac{1}{C} \left( a^\mu \frac{\sqrt{\lambda^2-2\lambda}}{\sqrt{\lambda^2}} \lambda^3 - b^\mu \frac{\sqrt{\lambda^2-2\lambda}}{\sqrt{\lambda^2}} \lambda^3 \right). \tag{4.10}
\]

For \( \mu^2 - 2\lambda = 0 \), the conclusion follows from \( \lambda_n \uparrow \lambda \) and the monotone convergence theorem. Thus we complete the proof. \( \square \)

By Corollary 4.1 and Lemma 4.1 we have

\[
f(x) = \begin{cases} 0, & x \leq a, \\ x - q, & x \geq b. \end{cases} \tag{4.11}
\]

where \( S_\theta = \tilde{S}_\theta = x, C \) is given in Lemma 4.1, \( \lambda_1 \) and \( \lambda_2 \) are given by (3.17). It is easy to check that the above solution is the same solution as in last section. \( f(x) \) is continuous and second order continuously differentiable except points \( a \) and \( b \). It suffices to compute \( b \) in order to show that \( f \) satisfies the assumption in Theorem 3.1, that is, \( f(x) \) is first order continuously differentiable at the point \( b \).

Remark 4.1. The proof of Lemma 4.1 is somewhat similar to those in [9]. Our case is more complicated and it is very difficult to compute (4.6) and Theorem 5.2.

Let \( f'(b) = 1 \), we want to show that there exists \( y^* > \frac{a}{b} \) satisfying (3.19) and \( y^* \) is unique under certain assumptions on the parameters \( y, r, \delta, \sigma, a \).
Proposition 4.1. If \( \delta > 0 \) and \( \gamma - r + \delta \geq 0 \), then there exists \( y^* > \frac{q}{a} \) such that \( g(y^*) = 0 \) and the \( y^* \) is unique. \( b = ay^* > q \) is unique too, where \( h(y) = \frac{\lambda_1 + 1 - \lambda_2}{\lambda_1} y^{1 - \lambda_2} - \frac{\lambda_1 - 1 - \lambda_2}{\lambda_1 - 1} y^{-\lambda_2} \). \( g(y) \) is defined by (3.19).

Proof. Since \( \delta > 0 \), we have \( \lambda_1 > 1 > \lambda_2 \),

\[
g \left( \frac{q}{a} \right) = \left( \frac{q}{a} \right)^{\lambda_2 + 1} \left( 1 - \left( \frac{q}{a} \right)^{\lambda_1 - \lambda_2} \right) < 0
\]

and

\[
\lim_{y \to \infty} g(y) = \infty.
\]

By the continuity of \( g(y) \), there exists \( y^* > \frac{q}{a} \) such that \( g(y^*) = 0 \) and \( b = ay^* > q \). Moreover, it is easy to see from the procedure in Section 3 that the assumptions in Theorem 3.1 hold for \( b \).

Next we prove the uniqueness of \( y^* \). Define

\[
\tilde{g}(y) = y^{-\lambda_2} g(y)
\]

Then

\[
\tilde{g}''(y) = (\lambda_1 - 1)(\lambda_1 + 1 - \lambda_2)(\lambda_1 - \lambda_2) y^{\lambda_1 - \lambda_2 - 1} - \frac{q}{a} \lambda_1(\lambda_1 - \lambda_2)(\lambda_1 - \lambda_2 - 1) y^{\lambda_1 - \lambda_2 - 2}.
\]

Since \( \tilde{g}''(y) \geq 0 \), \( \tilde{g}(y) \) is convex (see Lemma A.1 in the Appendix). So the uniqueness of \( y^* \) easily follows from the convexity and \( \tilde{g}(\frac{q}{a}) < 0 \). Thus we complete the proof. \( \Box \)

Remark 4.2. The convexity of function \( \tilde{g}(y) \) will be given in detail in Lemma A.1.

Proposition 4.2. If \( \delta = 0 \) and \( \gamma - r > \frac{q^2}{2} \), then there exists \( y^* > \frac{q}{a} \) such that \( g(y^*) = 0 \) and the \( y^* \) is unique too, where \( g(y) \) is defined by (3.19).

Proof. Since \( \delta = 0 \) and \( \gamma - r > \frac{q^2}{2} \), we have \( \lambda_1 = \frac{2(\gamma - r)}{q^2} > 1 = \lambda_2 \). It is easy to prove \( \tilde{g}''(y) \geq 0 \). By an argument similar to the proof of Proposition 4.1, We can complete the proof. \( \Box \)

Remark 4.3. \( \tau_b \) is the automated terminable stopping time of the stock loan. The automatic termination clause provides protection for the bank. However, the client may have more or less motivation to take risks compared to the circumstance without the clause (or \( a = 0 \)) via the value of \( a \). Denote \( \tau_{b(a)} \) to be the optimal stopping time and \( f_\delta(x) \) is the initial value with the automatic termination clause. Intuitively, we have

\[
\lim_{a \to 0^+} b(a) = b(0)
\]

and

\[
\lim_{a \to 0^+} f_\delta(x) = f_0(x),
\]

where \( \tau_{b(0)} \) is the optimal stopping time and \( f_0(x) \) is the initial value without the automatic termination clause introduced by Xia and Zhou [9]. The consistent result follows from Proposition 4.3 in the case where \( \delta > 0 \) and \( \gamma - r + \delta \geq 0 \).

Proposition 4.3. Assume that \( \delta > 0 \), \( \gamma - r + \delta \geq 0 \) and \( \delta = 0 \), \( \gamma - r > \frac{q^2}{2} \). Then we have

1. \( \lim_{a \to 0^+} b(a) = b(0) \)
2. \( \lim_{a \to 0^+} f_\delta(x) = f_0(x) \) = \begin{cases} x - q, & x \geq b(0), \\ (b(0) - q) \cdot \frac{x}{b(0)} \cdot y^1, & x < b(0). \end{cases}

where \( b(0) = \frac{\lambda_1}{\lambda_1 - 1}, \lambda_1 \) is given by (3.17).

Proof. We first prove (1). By (3.19) and \( y = \frac{b}{a} \)

\[
F(a, b) = a^{\lambda_1 + 1} g \left( \frac{b}{a} \right)
\]

\[
= (\lambda_1 - 1)b^{\lambda_1 + 1} - \lambda_1 qb^{\lambda_1} - (\lambda_2 - 1)b^{\lambda_2 + 1} q^{\lambda_1 - \lambda_2} + \lambda_2qb^{\lambda_2} q^{\lambda_1 - \lambda_2}.
\]

Since \( F(a, b) \) and \( F'_b(a, b) \) are continuous on \( [0, q) \times [q, \infty) \), \( F(0, b(0)) = 0 \) and \( F_\delta(0, b(0)) > 0 \), by the implicit function theorem, there exists \( \rho > 0 \) such that \( b \) is an function of \( a \) in the region \([0, \rho) \) and \( b(a) \) is continuous. Thus \( \lim_{a \to 0^+} b(a) = b(0) \).
Next we turn to proving (2). Since \( \lambda_1 > 1 \geq \lambda_2 \), by using (4.11) we have

\[
\lim_{\delta \to 0^+} f_\delta(x) = f_0(x) = \begin{cases} 
  x - q, & x \geq b(0), \\
  (b(0) - q) \left( \frac{x}{b(0)} \right)^{\lambda_1}, & x < b(0).
\end{cases}
\]

Therefore we complete the proof. \( \square \)

**Remark 4.4.** Proposition 4.3 shows that the stock loan with an automatic termination clause is consistent with the result given by Xia and Zhou in [9] as \( \alpha \to 0^+ \).

As a direct consequence of (4.11), Propositions 4.1–4.2 and Theorem 3.1, we get the initial value \( f(S_0) \) of the stock loan with an automatic termination clause as follows.

**Theorem 4.1.** Assume that \( \delta > 0 \) and \( \gamma - r + \delta \geq 0 \) or \( \delta = 0 \) and \( \gamma - r > \frac{\alpha^2}{2} \). Define \( f \) by (4.11), \( b \) by Propositions 4.1 and 4.2. Then the initial value of a stock loan with automatic termination clause is \( f(S_0) \).

5. Stock loan with automatic termination clause, cap and margin

In this section we add a cap and a margin to the stock loan with an automatic termination clause to protect the lender from a large drop in value, or even default, of the collateral. We will give explicit formulas for the value function and the optimal exercise time.

Let the stock price \( S \) be modeled as in (2.1). The value of this stock loan with automatic termination clause, cap and margin is

\[
f(x) = \sup_{\tau \in \mathcal{T}_0} \mathbb{E} \left[ e^{-\alpha \tau} (S_\tau - \alpha \tau - qe^\gamma + ke^{-\gamma \tau} S_\tau l_{\tau \leq \tau}] + ke^{-\gamma \tau} S_\tau l_{\tau < \tau] - I_{\tau < \tau = \tau} \right],
\]

where \( \bar{\tau} = r - \gamma, \tilde{S}_\tau = e^{-\gamma \tau} S_\tau, \delta_0 = S_0 = 0, T_\tau \) denotes all \( \{ \mathcal{T}_\tau \}_{t \geq 0} \)-stopping times \( \tau \) with \( \tau \geq t \) a.s., and \( \tau_a = \inf \{ t \geq 0, e^{-\gamma t} S_t \leq a \} \). The terms \( L \) and \( kS_\tau \) are called cap and margin satisfying \( 0 < a \leq q < L \) and \( 0 < k < 1 \), respectively. The value of this stock loan at any time \( t \) is

\[
V_t = \sup_{\tilde{t} \in \mathcal{T}_t} \mathbb{E} \left[ e^{-r(t-\tilde{t})} (S_\tilde{t} - \alpha \tilde{t} - qe^\gamma + ke^{-\gamma \tilde{t}} S_\tilde{t} l_{\tilde{t} < \tilde{t} = \tilde{t}]} + ke^{-\gamma \tilde{t}} S_\tilde{t} l_{\tilde{t} \leq \tilde{t} = \tilde{t}] - I_{\tilde{t} < \tilde{t} \leq \tilde{t}]} \right].
\]

The contracts can be described as follows. The stock loan has properties as in Section 2 and if the stock price falls below the accrued loan amount, i.e., \( e^{-\gamma t} S_t \leq a \), then the lender pays \( \delta(t) = kS_t \) to the borrower, and the contract is terminated.

Because solving the optimal stopping problem (5.1) is similar to (2.2), we omit the details.

**Theorem 5.1.** Assume \( \delta > 0 \) or \( \delta = 0 \), \( \gamma - r > \frac{\alpha^2}{2} \), and the \( f(x) \) is continuous and belongs to \( C^1([0, \infty) \setminus \{ a, b \wedge L \}) \cap C^2([0, \infty) \setminus \{ a, b \wedge L \}) \) for some \( b > 0 \). We have the following.

1. If \( L > b \) and \( f(x) \) solves the following variational inequality

\[
\begin{align*}
  g(x) &= x \wedge L - q, & x \geq b, \\
  \frac{1}{2} \sigma^2 x^2 g'' + (\bar{\tau} - \delta) x g' - \bar{\tau} g &= 0, & a < x < b, \\
  g(x) &= kx, & x \leq a, \\
  g(b) &= b - q, & f'(b-) = 1, \\
  g(a) &= ka, & \end{align*}
\]

then \( f(x) \) must be the function defined by (5.1) and \( \tau_b (\tau) = \inf \{ t \geq 0 : e^{-\gamma t} S_t \geq b \} \) and \( \tau_L (\tau) = \inf \{ t \geq 0 : e^{-\gamma t} S_t \geq L \} \) is optimal in the sense that

\[
f(x) = \mathbb{E} \left[ e^{-r_b \wedge \tau} (S_b \wedge \tau - e^{-\gamma \tau} S_\tau l_{\tau < \tau}] + ke^{-\gamma \tau} S_\tau l_{\tau \leq \tau = \tau]} \right].
\]
(2) If \( L \leq b \) and \( f(x) \) solves the following variational inequality

\[
\begin{align*}
    g(x) &= L - q, & x \geq L, \\
    \frac{1}{2} \sigma^2 x^2 \varphi'' + (\bar{r} - \delta)x \varphi' - \bar{r} \varphi &= 0, & a < x < L, \\
    g(L) &= L - q, & g(a) = ka, \\
    g(x) &= kx, & x \leq a,
\end{align*}
\]

then \( f(x) \) must be the function defined by (5.1) and \( \tau_1 = \inf\{t \geq 0 : e^{-r \tau_1} S_t \geq L\} \) is optimal in the sense that

\[
f(x) = E\left[e^{-r \tau_1} (S_{\tau_1} \wedge L e^{r \tau_1} - q e^{r \tau_1}) I_{\{\tau_1 < \tau_1\}} + ke^{-r \tau_1} S_{\tau_1} I_{\{\tau_1 \geq \tau_1\}}\right].
\]

If \( \delta > 0 \) or \( \delta = 0, \gamma - r > \frac{\sigma^2}{2} \) and \( 0 \leq k \leq h(\frac{\delta}{2}) \), it is easy to see that there exists a unique \( y^* \) solving the following equation

\[
(\lambda_1 - 1)y^{\lambda_1 + 1} - \frac{q}{a} \lambda_1 y^{\lambda_1} + (1 - \lambda_2)y^{\lambda_2 + 1} + \frac{q}{a} \lambda_2 y^{\lambda_2} - k(\lambda_1 - \lambda_2)y^{\lambda_1 + \lambda_2} = 0,
\]

where \( h(y) = \frac{\lambda_1 - \lambda_2}{\lambda_1} y^{\lambda_1 - \lambda_2} - \frac{q}{a} \frac{\lambda_1 - \lambda_2}{\lambda_1 - 1} y^{\lambda_2} \).

Let \( b = ay^* > q \). Solving (5.3) and (5.4) we get the explicit expression of \( g(x) \) as follows.

If \( L \geq b \) then

\[
g(x) = \begin{cases} 
    \frac{ka}{C(a, b)} \left( a^\mu b^\nu \frac{\sqrt{\mu^2 - 2} \nu}{\sigma} x^{\lambda_1} - a^\mu b^\nu \frac{\sqrt{\mu^2 - 2} \nu}{\sigma} x^{\lambda_1} \right), & x \leq a, \\
    + \frac{b - q}{C(a, b)} \left( b^\mu a^\nu \frac{\sqrt{\mu^2 - 2} \nu}{\sigma} x^{\lambda_1} - b^\mu a^\nu \frac{\sqrt{\mu^2 - 2} \nu}{\sigma} x^{\lambda_2} \right), & a < x < b, \\
    x - q, & b \leq x \leq L, \\
    (L - q) \left( \frac{x}{L} \right)^{\lambda_2}, & x \geq L.
\end{cases}
\]

If \( L < b \) then

\[
g(x) = \begin{cases} 
    \frac{ka}{C(a, b)} \left( a^\mu L^\nu \frac{\sqrt{\mu^2 - 2} \nu}{\sigma} x^{\lambda_1} - a^\mu L^\nu \frac{\sqrt{\mu^2 - 2} \nu}{\sigma} x^{\lambda_1} \right), & x \leq a, \\
    + \frac{L - q}{C(a, b)} \left( L^\mu a^\nu \frac{\sqrt{\mu^2 - 2} \nu}{\sigma} x^{\lambda_1} - L^\mu a^\nu \frac{\sqrt{\mu^2 - 2} \nu}{\sigma} x^{\lambda_2} \right), & a < x < L, \\
    (L - q) \left( \frac{x}{L} \right)^{\lambda_2}, & x \geq L.
\end{cases}
\]

where \( C(a, b) = (\frac{\sqrt{\mu^2 - 2} \nu}{\sigma} \frac{b^\mu}{a^\mu}) - (\frac{\sqrt{\mu^2 - 2} \nu}{\sigma} \frac{a^\mu}{b^\mu}), x = S_0, \lambda = \gamma - r, \lambda_1 \) and \( \lambda_2 \) are defined by (3.17).

Since the \( g(x) \) above belongs to \( C^1((0, \infty) \setminus (a, b \wedge L]) \cap C^2((0, \infty) \setminus (a, b \wedge L]) \) for some \( b \geq 0 \) and solve (5.3) and (5.4), by Theorem 5.2 we get main result of this section as follows.

**Theorem 5.2.** Assume that \( \delta > 0 \) or \( \delta = 0, \gamma - r > \frac{\sigma^2}{2} \) and \( 0 \leq k \leq h(\frac{\delta}{2}) \). Then the value of the stock loan with automatic termination clause, cap and margin is given by (5.6) and (5.7). Moreover, if \( L > b \) then the stopping time \( \tau_1 \wedge \tau_2 \) is the optimal exercise time. If \( L \leq b \) then \( \tau_1 \) is the optimal exercise time.

**Remark 5.1.** The pricing model (2.2) or (5.2) resembles that of American barrier options in mathematical form. If the pricing model (2.2) or (5.2) has no negative interest rate, cap and margin constraints, it will become one of the American barrier options. So the approaches to deal with the pricing model (5.2) and usual American barrier options are very different because of these constraints. A mathematically oriented discussion of the barrier option pricing problem is contained in [19]. In general, there are following several approaches to barrier option pricing: (a) the probabilistic method, see [20,21]; (b) the Laplace Transform technique, see [22,23]; (c) the Black–Scholes PDE, which can be solved using separation of variables, see [24–26] or finite difference schemes and interpolation, see [27–29]; (d) binomial and trinomial trees see [30,31]; (e) Monte Carlo simulations with various enhancements, see [32,33]; (f) variational inequality approach, see [34].
6. Range of fair values of the parameters

In this section we only work out a range of fair values of the parameters \((q, c, \gamma, a)\) and find relationships among \(q, c, \gamma\) and \(a\) based on Theorem 5.2 and equality \(f(S_0) = S_0 - q + c\) for a stock loan with automatic termination clause, cap and margin. Others can be similarly treated. Under \(\delta > 0\) or \(\delta = 0, \gamma - r > \frac{\sigma^2}{2}\) and \(0 \leq k \leq h(\frac{\delta}{\sigma})\). We distinguish three cases, i.e., \(S_0 \leq a, S_0 \geq b\) and \(a < S_0 < b\).

Case of \(S_0 \leq a\). By (5.6) and \(f(S_0) = S_0 - q + c\), it has to satisfy \(S_0 - q + c = kS_0\) and so \(c = kS_0 + q - S_0\). Since \(S_0 \leq a\), the stock loan is terminated at the initial time. In this case, the client just sells the stock to the bank at the initial time. The client is reluctant to lose the equity position, hence there is no transaction between the client and the bank actually.

Case of \(S_0 \geq b \land L\). The initial value is \(f(S_0) = S_0 - q + c\). In order to have \(f(S_0) = S_0 - q + c\), by (5.6) or (5.7), it must have \(S_0 \land L - q = S_0 - q + c\). So \(c\) must be zero, which means that the bank does not charge a service fee for its service since the stock price is large. By Theorem 5.2 the terminable stopping time is \(\tau_a \land \tau_b = 0\). \(S_0 \geq b\). The bank and the client do not have enough incentive to do business.

Case of \(a < S_0 < b \land L\). In this case both the client and the bank have incentives to do business. The bank does since there is a dividend payment and so does the client since the initial stock price is neither very high nor too low to trigger the automatic termination clause. By Theorem 4.1 the initial value is \(f(S_0)\). Then the bank can charge an amount \(c = f(S_0) - S_0 + q\) for its service from the client. The fair value of the parameters \(\gamma, q, c\) and \(a\) should be such that
\[
S_0 - q + c = \frac{ka}{C(a, b \land L)}\left(a\mu(b \land L)\sqrt{\frac{\nu^2-\nu\sigma}{\sigma}}x^2 - a\mu(b \land L)\frac{-\sqrt{\frac{\nu^2-\nu\sigma}{\sigma}}x^1}\right)
+ \frac{b \land L - q}{C(a, b \land L)}\left((b \land L)\mu a\frac{-\sqrt{\frac{\nu^2-\nu\sigma}{\sigma}}x^1 - (b \land L)\mu a\frac{\sqrt{\frac{\nu^2-\nu\sigma}{\sigma}}x^2}\right)
\]
and the terminal stopping time is \(\tau_a \land \tau_b \land \tau_c\) for \(a < S_0 < b \land L\).

We determine the fair values by the following steps:

Step 1. Determine the values \(q, a, \gamma, k, L\) in contract by negotiation between the bank and the client.

Step 2. Compute \(b\) by (5.5).

Step 3. Determine the service fee \(c\) by (6.1).

7. Numerical results

In this section we first consider a stock loan contract with an automatic termination clause \(a (a \in [0, q]), r = 0.05, \gamma = 0.07, \sigma = 0.15, \delta = 0.01, q = 100\) and \(S_0 = 100\). We will give six numerical examples to show that how the liquidity, optimal strategy \(b(a)\), initial value \(f_a(x)\) and initial cash \(q - c\) depend on the automatic termination clause \(a\), respectively.

Example 7.1. We see from Fig. 1 that the liquidity obtained with an automatic termination clause is larger than the circumstance without the automatic termination clause. When the initial stock price \(S_0 = 100\) and \(a = 100\), the client just sells the stock to the bank by the stock loan contract with an automatic termination clause.

Example 7.2. We see from Fig. 2 that \(b\) is a function of \(a\). Both the client and the bank will take the deal when the initial stock price is in between \(a\) and \(b(a)\). The client can determine the strategy with an automatic termination clause \(a\). The exercise frontier \(b(a)\) is decreasing with respect to \(a\).

Example 7.3. Fig. 3 is a graph of the initial value \(f_a(x)\) of the stock loan with different automatic termination clauses \((a = 80, 60, 40, 1)\). We see from the graph that the initial value \(f_a(x)\) is decreasing w.r.t. \(a\). Since \(c = f(S_0) - S_0 + q, c\) is also decreasing w.r.t. \(a\). This fact is consistent with the bank reducing risk by introducing an automatic termination clause into the stock loan contract (see Fig. 1).

Example 7.4. From Fig. 4 we see that the initial cash \(q - c\) is increasing with respect to initial stock price on \([a, b(a)]\). When the initial stock price is less than \(a\), the client just sells the stock to the bank by the stock loan contract, the bank has no interest to do business. In fact there is no transaction between the bank and the client.

Then we consider a stock loan contract with automatic termination clause \(a, \text{cap} L\) and margin \(k\).

Example 7.5. Fig. 5 shows that the function \(b(a, k)\). We see that for a given contract the client can choose the optimal excise time.

Example 7.6. Figs. 6 and 7 show that the function \(f_a(x)\). Comparison of the two graphs show the client can get more flexibility by lower cost.
8. Conclusion

In this paper, based on practical transactions between a bank and a client, we have established a mathematical model for a stock loan with an automatic termination clause, cap and margin. The model can be considered a generalized perpetual American contingent claim with possibly negative interest rate. We have shown that variational inequality method can solve this kind of stock loan. Using the variational inequality method we have been able to derive explicitly the value of such a loan, ranges of fair values of other key parameters, relationships among the key parameters, and the optimal terminable exercise times. Moreover, we have checked that the clause $a$, cap $L$ and margin $k$ are important factors in a stock loan contract by numerical results in Examples 7.1–7.6.
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Appendix

Lemma A.1. If \( \delta > 0 \) and \( \gamma - r + \delta \geq 0 \), then \( \tilde{g}(y) \) is convex in the region \( \left[ \frac{q}{a}, \infty \right) \).

Proof. It follows from proof of Proposition 4.1 that there exists \( y^* \) in the region \( \left( \frac{q}{a}, \infty \right) \) such that \( \tilde{g}(y^*) = 0 \). Noticing that

\[
\tilde{g}''(y) = (\lambda_1 - 1)(\lambda_1 + 1 - \lambda_2)(\lambda_1 - \lambda_2)y^{\lambda_1 - \lambda_2 - 1} - \frac{q}{a}\lambda_1(\lambda_1 - \lambda_2)(\lambda_1 - 1)\lambda_2 - 1)y^{\lambda_1 - \lambda_2 - 2} \\
= (\lambda_1 - \lambda_2)\lambda_1(\lambda_1 - 1)y^{\lambda_1 - 2}h(y), \quad \forall y \geq \frac{q}{a},
\]
Fig. 5. $\gamma = 0.07, r = 0.05, \sigma = 0.15, \delta = 0.01, q = 100, a = 10, k = 0.5, L = 240.$

Fig. 6. $\gamma = 0.07, r = 0.05, \sigma = 0.15, \delta = 0.01, q = 100, a = 10, k = 0.5, \text{cap} = 240.$

Fig. 7. $\gamma = 0.07, r = 0.05, \sigma = 0.15, \delta = 0.01, q = 100, a = 10, k = 0.5, \text{cap} = 130.$
where \( h(y) \) is
\[
h(y) = \frac{\lambda_1 + 1 - \lambda_2}{\lambda_1} y^{1-\lambda_2} - \frac{q}{a} \frac{\lambda_1 - 1 - \lambda_2}{\lambda_1 - 1} y^{-\lambda_2} \geq 0, \quad \forall y \geq \frac{q}{a},
\]  
(A.1)
it suffices to show that \( \tilde{g}'(y) \geq 0, \ y \geq \frac{q}{a} \) for the uniqueness of \( y^* \). For this we only need to prove \( h(y) \geq 0, \ \forall y \geq \frac{q}{a} \). Since
\[
h'(y) = \frac{\lambda_1 + 1 - \lambda_2}{\lambda_1} (1 - \lambda_2) y^{-\lambda_2} + \frac{q}{a} \frac{\lambda_1 - 1 - \lambda_2}{\lambda_1 - 1} \lambda_2 y^{-\lambda_2 - 1},
\]
we prove (A.1) in following three cases.

Case of \( \delta > 0, \gamma > r. \) In this case we have \( \lambda_1 > 1 > \lambda_2 > 0. \) If \( \lambda_1 - \lambda_2 \geq 1, \) then \( h'(y) \geq 0, \ y \geq \frac{q}{a}. \) So
\[
h(y) \geq h \left( \frac{q}{a} \right) > 0, \ y \geq \frac{q}{a}.
\]
If \( \lambda_1 - \lambda_2 < 1, \) then
\[
h(y) > \frac{\lambda_1 + 1 - \lambda_2}{\lambda_1} y^{1-\lambda_2} \geq \frac{\lambda_1 + 1 - \lambda_2}{\lambda_1} \left( \frac{q}{a} \right)^{1-\lambda_2} > 1, \ y \geq \frac{q}{a}.
\]
Therefore (A.1) implies the convexity of \( \tilde{g}(y) \).

Case of \( \delta > 0, \gamma = r. \) In this case we have \( \lambda_1 > 1 > \lambda_2 = 0 \) and
\[
h(y) = \frac{\lambda_1 + 1 - \lambda_2}{\lambda_1} y^{1-\lambda_2} - \frac{q}{a} \frac{\lambda_1 - 1 - \lambda_2}{\lambda_1 - 1} \geq h \left( \frac{q}{a} \right) > 0, \ y \geq \frac{q}{a}.
\]
Obviously, the convexity of \( \tilde{g}(y) \) holds.

Case of \( \delta > 0, \gamma < r \) and \( \gamma - r + \delta \geq 0. \) In this case we have \( \lambda_1 > 1 > 0 > \lambda_2 \) and
\[
h'(y) = \frac{\lambda_1 + 1 - \lambda_2}{\lambda_1} (1 - \lambda_2) y^{-\lambda_2} + \frac{q}{a} \frac{\lambda_1 - 1 - \lambda_2}{\lambda_1 - 1} \lambda_2 y^{-\lambda_2 - 1} \geq \frac{q}{a} y^{-\lambda_2 - 1} (1 - \lambda_2) \left( \frac{\lambda_1 + 1 - \lambda_2}{\lambda_1} - \frac{\lambda_1 - 1 - \lambda_2}{\lambda_1 - 1} \right), \ y \geq \frac{q}{a},
\]  
(A.2)
where the last inequality follows from \( \lambda_1 > 1 > 0 > \lambda_2 > -(1 - \lambda_2). \)

Since \( \gamma - r + \delta \geq 0, \) by (3.17) we have
\[
\lambda_1 + \lambda_2 = 2 \frac{\gamma - r + \delta}{\sigma^2} + 1 \geq 1.
\]

Because
\[
\frac{\lambda_1 + 1 - \lambda_2}{\lambda_1} - \frac{\lambda_1 - 1 - \lambda_2}{\lambda_1 - 1} \geq 0,
\]
by (A.2), \( h'(y) \geq 0, \ y > \frac{q}{a} \) and
\[
h(y) \geq h \left( \frac{q}{a} \right) = \left( \frac{q}{a} \right)^{1-\lambda_2} \left( \frac{\lambda_1 + 1 - \lambda_2}{\lambda_1} - \frac{\lambda_1 - 1 - \lambda_2}{\lambda_1 - 1} \right) \geq 0.
\]
The convexity holds. Thus we complete the proof. \( \square \)
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